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1 Problem description
There is considerable natural variation in the shape of the human heart among healthy individuals. This vari-
ation is influenced by demographic and anthropometric factors such as age, sex, body mass index (BMI), and
body surface area (BSA). Understanding these shape differences is important since cardiac geometry directly
affects heart function, and deviations from expected shape patterns may indicate early stages of disease. To
study the shape variations of large cohorts in a data-driven manner, data-driven generative models should be
developed, that are able to learn the underlying anthropometric and demographic-conditioned shape distribu-
tions.
Several different approaches have been proposed to develop generative models of cardiac anatomy, including
architectures based on variational autoencoders (VAEs) [2, 3, 4, 8, 9], or generative adversarial networks
(GANs) [1, 5, 6, 7]. However, both modeling methods have intrinsic limitations that complicate the training and
generative process. VAEs usually constrain the autoencoder latent space to a standard normal distribution,
limiting the expressivity of the architectures, while the training process in GANs can be highly unstable, due to
the balance to be maintained between the generator and discriminator.
To circumvent the aforementioned issues, more recently, we have proposed a generative model based on
normalizing flows (paper in preparation). The approximation results of this alternative formulation for gener-
ation have been promising, highlighting an interesting research direction towards this kind of methods for the
generation of cardiac anatomies.

2 Research objective
In the developed normalizing flow model, we aim to learn the shape distribution, according to patient-specific
characteristics such as age, sex, BMI. We call these characteristics the metadata. After training the framework,
the goal is to generate synthetic cardiac anatomies by only inputting metadata information to the model.
This project aims to extend the developed normalizing flow framework, to make it potentially simpler, more
efficient, or more explainable. Depending on the experience and motivation of the student, several research
directions can be explored, such as:

• Leverage the capability of normalizing flows to compute the exact likelihood of data, to derive a data-
driven biomarker for early identification of cardiac disease, and anatomical abnormalities. Investigate the
efficiency of the biomarker in identifying diseased patients.

• Make the generative model more parameter-efficient, or further enhance its ability to approximate "refer-
ence" distributions obtained from data.

• Examples of extending the current architecture would be to introduce attention-based mechanisms in the
normalizing flow model, or substitute the normalizing flow with flow matching. Other extensions could
also be explored by the student.

• Analyse the new framework in terms of efficiency and approximation abilities. Investigate what the fea-
tures are that make the model better. Investigate if there are any additional benefits in the explainability
of the new architecture.

3 Candidate requirements
• Hands-on experience with building, training, and testing deep learning models.

• Experience in performing statistical analyses, and understanding basic statistics

• Experience with developing and training (generative) deep learning models (VAEs, GANs, denoising
diffusion, normalizing flows, flow matching), or motivation to get hands-on experience with such models.

4 Envisioned tasks
• Literature review regarding conditional generative models in cardiac anatomy, and frameworks that could

extend the current model.

• Familiarise with the developed normalizing flow model. Formulate some concrete ideas to improve the
method.
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• Implement your ideas. Evaluate the new model (or the derived biomarker) in terms of efficiency and
explainability

• Perform more experiments to illustrate the framework performance, and write the dissertation.
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