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Neural ODEs [1] are ordinary differential equations whose vector field is a neural network.
The numerical integration of neural ODEs defines a deep neural network.

As all neural networks, neural ODEs are vulnerable to adversarial attacks, i.e. imperceptible
perturbations, added to the inputs of a neural network, designed in such a way that the output
corresponding to the perturbed input is far away from the output corresponding to the original
input. Nevertheless, neural ODEs are ordinary differential equations, thus the stability and
contractivity theory of ODEs can be applied to make neural ODEs robust and stable against
adversarial attacks.

Our contribution is in this direction [2]. We consider the neural ODE

ẋ(t) = σ(Ax(t) + b), t ∈ [0, T ],

where x : [0, T ] → Rn is the feature vector evolution function, A ∈ Rn,n and b ∈ Rn are the
parameters, and σ : R → R is the activation function, assumed to be smooth and such that
σ′(R) ⊂ [m, 1], with 0 < m ≤ 1.

Then, we notice that the neural ODE is contractive if

sup
D∈Ωm

µ2 (DA) = −α, (1)

where Ωm = {D ∈ Rn,n : D is diagonal and m ≤ Dii ≤ 1, ∀i = 1, . . . , n}, α ≥ 0 and µ2 denotes
the logarithmic 2-norm of a matrix. Therefore, we compute the smallest 0 < m⋆(A) ≤ 1 such
that (1) holds with α = 0 and, if m < m⋆(A), we set δ > 0 a small constant and replace the
matrix A by the shifted matrix

Â = A− ℓδI,

where ℓ is the smallest positive integer such that (1) holds for Â in place of A, with m⋆(Â) < m.
Of course, shifting the matrix A, and thus its entire spectrum, to get m⋆ < m is a greedy

approach. As optimal one (the draft will be available soon), we compute the nearest matrix B
to A in Frobenius norm such that

sup
D∈Ωm

µ2 (DB) = −α.

Eventually, after each step of gradient descent in the state-of-the-art training, we apply either
the greedy approach or the optimal one to make the neural ODE contractive, i.e. it does not
amplify the error in the input data to the output data, and thus robust and stable against
adversarial attacks.

To illustrate our methodology, we compare the performance of two neural ODEs for MNIST
and FashionMNIST classification against the Fast Gradient Sign Method (FGSM) attack: the
former trained according to the state-of-the-art training strategy, and the latter trained ac-
cording to our proposed strategy. Our experiments indicate that the latter shows a significant
improvement in robustness against the FGSM attack.
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